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How to construct a sampling frame 
 

 For probability sampling, a list of units is required from which sample is selected from.  

 In an ideal situation, the sampling frame must be identical to target population 

 The coverage, completeness, timeliness(updated), information content and accuracy of 

the frame are critical factors 

 Frame defects are Undercoverage, Overcoverage, Duplication, Misclarification 
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Sample size determination and allocation 
 

How to determine the appropriate sample size? 

To response this question first ask these questions: 

1. Which are the most important study variables, and the parameters to be estimated? 

2. Is there any guess about the (statistical) distribution of the study variables? 

3. What is the level of precision one would like to have for the parameter estimates? 

4. What are the most important domains where the estimates must be provided and 

how precisely? 

5. Are there any specific questions which must be taken in to account? 

6. What will be the anticipated nonresponse rate? 

7. What are the financial and time constraints? 
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Sample size determination and allocation 
 

 The precision of the survey estimates and the sample size are interrelated. 

The sample size  the sampling variance   

 The precision of an estimate 𝑡̂, may be expressed in terms of the allowable standard error, 

SE(𝑡̂), the margin of error, z × SE(𝑡̂) , or the coefficient of variation SE(𝑡̂) / 𝑡̂ .  

 Sample size determination includes the specification of desired precision  

 Sample size determination attempts to control for sampling errors and for nonresponse  

 NSOs should consider some questions before deciding on the appropriate level of 

precision for survey estimates.  
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Sample size determination and allocation 
 

1. How will the survey estimates be used? How much sampling variance is acceptable in 

the survey estimates? How much uncertainty can be tolerated? 

Is margin of error of ±6% with 95% confidence suitable or not 

2. Are estimates required for subgroups (domains) of the survey population? 

In addition to producing survey estimates at the national level, provincial estimates may 

be required 

 

3. How big is the sampling variance relative to the survey estimate? 
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Sample size determination and allocation 
 

 For a given level of precision, the sampling variance (or standard error) formula for a 

SRS is generally used to calculate the sample size. 

𝑆𝐸̂(𝑌̂̅) = √(1 −
𝑛

𝑁
)(

𝑠̂

√𝑛
) 

Setting the required margin of error to e, then 

𝑒 = 𝑧√(1 −
𝑛

𝑁
)(

𝑠̂

√𝑛
)                𝑛 =

𝑧2𝑠̂2

𝑒2+
𝑧2𝑠̂2

𝑁

 

where z depends on the confidence level. 

  For more complex sample designs need to use design effect (deff). 

  The design effect is the ratio of the sampling variance of an estimator under a given 

design to the sampling variance of an estimator under SRS of the same sample size. 

  Therefore, for a simple random sample design, deff = 1, and usually deff ≤ 1 for a 

stratified sample design and deff ≥ 1 for a cluster sample design. 
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Sample size determination and allocation 
 

An important consideration in determining the efficiency of stratified sampling is the way 

in which the total sample size, 𝑛, is allocated to each stratum. 

The allocation or distribution of the sample, 𝑛, to the L strata can be carried out using one 

of two criteria: 

 The total sample size can be determined then distributed across the strata (called fixed 

sample size),  

 The sample size required in each stratum to meet a precision requirement can be determined 

and summed to determine the total sample size (called fixed coefficient of variation, if the 

precision requirement is expressed in terms of the coefficient of variation). 
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Sample size determination and allocation 
 

Fixed Sample Size 
 

 A fixed sample size 𝑛 is allocated to the strata in a specified manner.  

 The proportion of the sample allocated to the ℎ𝑡ℎ stratum is denoted as 𝑎ℎ =
𝑛ℎ

𝑛⁄ , 

where each 𝑎ℎ is between 0 and 1 inclusively (i.e., 0 ≤ 𝑎ℎ ≤ 1) and the sum of the 𝑎ℎ’s is 

equal to 1 (i.e. ∑ 𝑎ℎ = 1𝐿
ℎ=1 ).  

 For each stratum ℎ, the sample size 𝑛ℎ is equal to the product of the total sample size 𝑛 

and the proportion 𝑎ℎ of the sample coming from that particular stratum: 

𝑛ℎ = 𝑛 × 𝑎ℎ 

 For example, if a stratum has a proportion 𝑎ℎ =½, then half of the entire sample is 

allocated to that stratum. 
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Sample size determination and allocation 
 

Fixed Coefficient of Variation 

The alternative to fixing the sample size 𝑛, is to determine the sample size required in each stratum 𝑛ℎ, 

given a certain level of precision for the overall estimate. This implies finding the sample size 𝑛ℎ (h = 

1,2, … , L) for each stratum, so that the coefficient of variation of the overall estimate does not exceed 

the desired value 𝐶𝑉. 

 

For example, consider the estimate of a total, 𝑌̂ , from a stratified simple random sample. The equation 

for the coefficient of variation of an estimated total from a stratified sample can be manipulated into the 

following expression for the total sample size, 𝑛. 

𝑛 =
∑

𝑁ℎ
2𝑆ℎ

2

𝑎ℎ
⁄𝐿

ℎ=1

𝐶𝑉2𝑌2 + ∑ 𝑁ℎ𝑆ℎ
2𝐿

ℎ=1

 

 𝑎ℎ is the proportion of the sample allocated to the stratum; 

 𝐶𝑉 is the required coefficient of variation of 𝑌; 
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Sample size determination and allocation 
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 Estimation theory for sample surveys 
 

 Design weights and HT Estimator 

 Nonresponse adjustment 
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Design weights and HT Estimator 
 

 The probability of selecting each unit is not always equal  

 Weighting is one of the best way to obtain effective results  

 The negative impacts of the non-sampling errors on estimates can also be eliminated  

 The design weights are constructed, subject to sampling design, to reflect the differences 

of inclusion probabilities on the estimation. 

 Define design weight (or sampling weight) for any sampling design, to be the reciprocal 

of the inclusion probability 

𝑑𝑘 =  
1

𝜋𝑘
 

 The design weight of unit k can be interpreted as the number of population units 

represented by unit k. 
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Design weights and HT Estimator 
 

 Due to coverage and non-response problems, the efficiency of the estimates decrease. 

 These estimates may not be consistent to reliable external sources.  

 Therefore, some adjustments to the design weights is required. 

 Five steps: Calculate design weights, adjust these weights to compensate for non-

response, calibrate the weights to known totals obtained from the external data 

sources, trimming and scaling of the weights. 
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Design weights and HT Estimator 
 

 Why is the weighting important?  

 Is there any problem for the estimates if we do not use weights when the design is not 

self weighted? 

 Let the estimates of the population mean for the same sample be 𝑦̅ (unweighted) and 𝑦̅𝑑 

(weighted) 

𝑦̅ =  
∑ 𝑦𝑗

𝑛
𝑗=1

𝑛
 

𝑦̅𝑑 =
∑ 𝑑𝑗𝑦𝑗

𝑛
𝑗=1

∑ 𝑑𝑗
𝑛
𝑗=1

 

 

 For unequal probability sampling, generally 𝑉(𝑦̅) < 𝑉(𝑦̅𝑑)  

 But, according to the correlation between the design weights and the characteristics of 

interest 𝒚̅ will be biased 
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Design weights and HT Estimator 
 

 For most of the sampling strategy 𝑉(𝑦̅) and 𝑉(𝑦̅𝑑) converges to 0 when n increase. 

 On the other hand, Bias(𝒚̅) does not converge to 0 while Bias(𝒚̅𝒅) converges. 

 Verma (2014) claimed that 𝑦̅𝑑 also can be used for decreasing the sampling variance. 

 Is it conflict? Let’s look 2 different sampling design 

Strata 1 (di = 1)   Strata 2 (di = 3)     

Samples  ∑ 𝑦𝑖
𝑛
𝑗:1   ∑ 𝑑𝑖𝑦𝑖

𝑛
𝑗:1    Samples    ∑ 𝑦𝑖

𝑛
𝑗:1   ∑ 𝑑𝑖𝑦𝑖

𝑛
𝑗:1      

1;2;3 6 6   5 5 15     

1;2;4 7 7   6 6 18     

1;3;4 8 8   7 7 21     

2;3;4 9 9   8 8 24     

16 possible means for 𝑦̅             

2,75 3,00 3,00   3,25 3,25 3,25 3,50 3,50 

3,50 3,50 3,75   3,75 3,75 4,00 4,00 4,25 

16 possible means for 𝑦̅𝑑         

3,50 3,67 3,83   4,00 4,00 4,17 4,33 4,50 

4,50 4,67 4,83   5,00 5,00 5,17 5,33 5,50 

𝑌̅ =    4,50               

𝐸(𝑦̅) =    3,50 𝑉(𝑦̅) = 0,16 𝑀𝑆𝐸(𝑦̅) =    1,16     

𝐸(𝑦̅𝑑) =    4,50 𝑉(𝑦̅𝑑) = 0,35 𝑀𝑆𝐸(𝑦̅𝑑) =    0,35     



TURKISH STATISTICAL INSTITUTE  

 

  

Methodology Department   

Survey and Questionnaire Design Group   17 

Design weights and HT Estimator 
 

 For the second sampling design X auxiliary information used as MOS. 

𝑃 (𝑠𝑒𝑙𝑒𝑐𝑡 𝑘 𝑜𝑛 𝑓𝑖𝑟𝑠𝑡 𝑑𝑟𝑎𝑤) = 𝜑𝑘          (1) 

𝑃𝑟 (𝑙 𝑐ℎ𝑜𝑠𝑒𝑛 𝑠𝑒𝑐𝑜𝑛𝑑 /   𝑘 𝑐ℎ𝑜𝑠𝑒𝑛 𝑓𝑖𝑟𝑠𝑡  ) =
𝜑𝑙 

1−𝜑𝑘
       (2) 

𝜋𝑘𝑙 = 𝜑𝑘  
𝜑𝑙

1 − 𝜑𝑘
+ 𝜑𝑙  

𝜑𝑘

1 − 𝜑𝑙
 

 

𝑥𝑘 

 

  

𝜑𝑘 
 

𝑦𝑘 dk 

Samples 

 ∑ 𝑦𝑘
𝑛
𝑘:1  ∑ 𝑑𝑘𝑦𝑘

𝑛
𝑘:1    𝜋𝑘𝑙 

1 1/16 5 5,26 5;9 14 152 0,0173 

2 2/16 9 2,70 5;12 17 144 0,0269 

3 3/16 12 1,85 5;100 105 240 0,1458 

10 10/16 100 1,11 9;12 21 136 0,0556 

        9;100 109 232 0,2976 

        12;100 112 224 0,4567 

6 possible means for 𝑦̅         

7,00 8,50 10,5 52,50 54,50 56,00     

6 possible means for 𝑦̅𝑑       

6,36 6,82 10,22 21,56 35,54 44,97     

𝑌̅ =     31,5             

𝐸(𝑦̅) =     31,5 

 

𝑉(𝑦̅) =    523,42 

 

𝑀𝑆𝐸(𝑦̅) =    523,42 

𝐸(𝑦̅𝑑) =     20,9 

 

𝑉(𝑦̅𝑑) =    219,59 

 

𝑀𝑆𝐸(𝑦̅𝑑) =    331,73 
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Design weights and HT Estimator 
 

 Horvitz-Thompson (1952) introduced an unbiased estimator for T (sum of Y) for any 

design, with or without replacement. 

 The Horvitz-Thompson estimator (or π-estimator) of a total  

 

𝑡̂𝑦
𝐻𝑇 = ∑

𝑦𝑘

𝜋𝑘
𝑘∈𝑆

= ∑ 𝑑𝑘𝑦𝑘

𝑘∈𝑆

 

 where, 

𝜋𝑘 = Pr(𝑘 ∈ 𝑆) = ∑ 𝑝(𝑠)

𝑘∈𝑆

 

 and it is the selection or inclusion probability, and  

𝑑𝑘 =
1

𝜋𝑘
 

 is the sampling weight, for k ∈ S.  
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Design weights and HT Estimator 
 

 The Horvitz-Thompson estimator is unbiased: E (𝑡̂𝑦
𝐻𝑇) = t 

 The variance of the estimator is given by:  

 

V(𝑡̂𝑦
𝐻𝑇) = ∑ (𝑘,𝑙∈𝑈 𝜋𝑘𝑙 − 𝜋𝑘𝜋𝑙)(

𝑦𝑘

𝜋𝑘
)(

𝑦𝑙

𝜋𝑙
) 

 where 

𝝅𝒌 = 𝐏𝐫(𝒌 ∈ 𝑺) = ∑ 𝒑(𝒔)

𝒌∈𝑺

 

 and  

𝝅𝒌𝒍 = 𝑷𝒓(𝒌, 𝒍 ∈ 𝑺) = ∑ 𝒑(𝒔)

𝒌,𝒍∈𝑺

 

 The notation, 

∆𝒌𝒍= 𝝅𝒌𝒍 − 𝝅𝒌𝝅𝒍 

 Leads to more compact expression of this variance. 
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Design weights and HT Estimator 
 

 The H-T variance is estimated by : 

 

𝑉̂(𝑡̂𝑦
𝐻𝑇

) =  ∑
(𝜋𝑘𝑙 − 𝜋𝑘𝜋𝑙)

𝜋𝑘𝑙
(

𝑘,𝑙∈𝑆

𝑦𝑘

𝜋𝑘
)(

𝑦𝑙

𝜋𝑙
) 

 

 If πkl > 0 for all k, l ∈ U then V̂(𝑡̂𝑦
𝐻𝑇) is an unbiased estimator of V(𝑡̂𝑦

𝐻𝑇).  

 

  Is direct estimator. 

  Is a general estimator for a population total. 

  Is an unbiased estimator under unequal sampling.  

  Can be used for any probability sampling plan.  

  Both sampling with and without replacement.  
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Nonresponse adjustment 

If you don't provide the required information from the selected units which are eligible in 

the sample, then nonresponse problem occurs. 
 

 Nonresponse problem 

 occurs in every survey 

 may cause estimates to be biased due to selective nonresponse 

 increase the variance in order to smaller sample sizes 

 is not easy to reduce. 

 is not easy to correct for the effect on the estimates. 

 Potential solutions of nonresponse problem 

 Try to reduce nonresponse in the fieldwork. 

 Study to correct for nonresponse after the fieldwork. 

 Increase the usage of auxiliary variables. 
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Nonresponse adjustment 
 

 Main causes of nonresponse 

 Not able (due to language problems) 

 Non-contact 

 Refusal 

 Minimizing nonresponse in the fieldwork 

 Call back 

 Send information letter before fieldwork 

 Give assurance of confidentiality 

 Effective questionnaire design. 
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Nonresponse adjustment 
 

 Other methods to reduce nonresponse 

  Multilingual interviewers 

  Translating questionnaires 

  Increase the number of contact 

  Longer fieldwork period 

  More evening calls than daytime calls 

  Personalizing the letter of invitation 

  Mentioning the duration of the survey  

  Interviewer training 

  Mixed-mode data collection !!! 

  Proxy respondents !!! 
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Nonresponse adjustment (Response models) 
 

 Fixed Response Model  

 There is an assumption that the population consists of two strata 

 (Respondents and Non-respondents)  

 Sample units in the Respondents stratum always provide required information. 

 On the contrary, Nonrespondents stratum never give information. 

 

 Random Response Model  

 Each units of the sample has an unknown probability to respond. 

 The response probability is different for each unit. 
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Nonresponse adjustment (Response models) 
 

 Fixed Response Model  

 Response indicators R1, R2, … , RN, with 

o Rk = 1 if element k is in Respondents stratum 

o Rk = 0 if element k is in Non-respondent stratum 

 

 

 

 

 

 

 

 

 

 

Source: Nonresponse in Household Surveys (ESTP Training Program) 
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Nonresponse adjustment (Response models) 
 

 Fixed Response Model  

 Sample indicators a1, a2, …, aN, with 

o ak = 1 if element k is in the sample 

o ak = 0 if element k is not in the sample 

 

 
 

 

 

 

 

 

Source: Nonresponse in Household Surveys (ESTP Training Program) 
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Nonresponse adjustment (Response models) 
 

 Random Response Model  

 Each element k has an unknown response probability ρk 

 Response indicators R1, R2, …, RN, with 

o Rk = 1 if element k responds 

o Rk = 0 if element k does not respond 

o P(Rk = 1) = ρk, P(Rk = 0) = 1 – ρk 

 

 

 

 The bias of the estimator is determined by 

o Correlation RρY between response behaviour and target variable 

o Variation of response probabilities 

o Mean of response probabilities (expected response rate) 


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Nonresponse adjustment (Response models) 
 

 Simulation example for random model 

 Let’s say we divide our population two responding groups according to response probability (𝜌). 

Target variable (Y) will be correlated to auxiliary variable(X) which have two different response 

probability 𝜌1 and 𝜌2. 

  N1=5000 and N2=5000, Y1~N(2500,600) and Y2~N(2000,600)  

 Assume that 𝜌̅ = %70, %80, %90 and %100 respectively. 
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Nonresponse adjustment (Effect of selective nonresponse) 
 

 Sampling error 
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Nonresponse adjustment (Effect of selective nonresponse) 
 

 Selective nonresponse effect 
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Nonresponse adjustment  

Missing Data Mechanisms 
 

 Any analysis of data involving item or unit nonresponse requires some assumption 

about the missing data mechanism 

o Partition Y into an observed and an unobserved part 

 misobs YYY ,
 

o Distribution of missingness is characterized by the conditional distribution of R given Y 

),|()|( misobs YYRPYRP   
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Nonresponse adjustment  

Missing Completely At Random (MCAR)  
 

)()|( RPYRP   
 

 

Missing At Random (MAR) 
 

)|()|( obsYRPYRP 
 

 

Not Missing At Random (NMAR) 
 

),|()|( misobs YYRPYRP 
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Nonresponse adjustment  
 

 To sum up, nonresponse adjustment factors should be used to reduce the effect of 

differences in response rates achieved in different parts of the sample. 

 These factors can only be estimated in relation to characteristics that are known both 

respondent and non-respondent parts. 

 Adjustment for non-response is important when nonresponse rates are high and vary for 

different parts. 

 The general strategy for nonresponse adjustment is  

o Identify respondents who are similar to nonrespondents in terms of auxiliary 

information that is available both of two. 

o Increase the base weights of respondents by nonresponse adjustment factor for 

representing the similar nonrespondents. 
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Nonresponse adjustment  
 

  Most common nonresponse adjustment method is cell-weighting (or called as Response 

Homogenity Group [RHG]) since not much information known about non-respondents. 

  However, if auxiliary information are available alternative methods can provide more 

effective adjustment strategy. 

 Non-response adjustment with RHG 

 Sample is divided to l=1,2...L group in order to an auxiliary information.(substrata, cluster, 

geographical or demographic characteristic) 

  It is assumed that response probabilities of the units in each group are the same and ρl  

 For the group l sample size is nl, response set is cl, and the number of respondents is ml  

 The estimate of the response probability will be ρ̂k(l) = ml/nl and the inverse of this  

 ϕk(l) =
1

ρ̂k(l)
        l=1,2...L     ve    j=1,2...cl    used as nonresponse adjustment factor.                                                   

𝑡̂𝑦
𝑅𝐻𝐺 = ∑ ∑ dkϕ

k(l)y
kk∈cll = ∑ ∑

1

πk
k∈cll

1

θ̂k(l)
𝑦

𝑘
= ∑ ∑ 𝑑𝑗𝑘∈𝑐𝑙𝑙

𝑛𝑙

𝑚𝑙

𝑦
𝑘
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